
Approach: How did we do this?

Achievements: Why is this important?
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Limitation & Challenge:

◼ This project adopts the advanced machine 

learning algorithms, to implement the 

Hospital GPT, a proactive and interactive 

knowledge-grounded medical large AI system. 

◼ Medical Foundation Model: The system is 

designed to learn broad medical knowledge 

from diverse publicly-available medical data. 

◼ In the face of a pandemic, time is of the essence. A slow response to pandemics can lead to multifaceted and severe 

consequences: 

➢ Human Health: Causes a rapid increase in infections, leading to avoidable morbidity and mortality;

➢ Hospitals: Overwhelms healthcare systems, putting unsustainable pressure on resources and staff;

➢ Economy: Costs billions in healthcare expenditures, lost productivity, and destabilizes markets;

➢ Social Life: Disrupts daily life, education, and contributes to mental health challenges, among other effects.

◼ Since the COVID-19 pandemic, we have encountered monkeypox (or m-pox) and a new variant-of-concern of bird influenza. 

➢ The ability to promptly respond to future pandemics, especially in resource-constrained regions, is crucial.

Introduction: Why are we interested in this? 

System Deployment:

Background:

System Development:

◼ 1. Academic Publications: An exceptional number of high-quality research outputs for first-author publication in the top-tier literature for our field [1,2,3,4,5];

◼ 2. Industry Commercialisation: 

➢ GlaxoSmithKline is evaluating the research outputs of my project with their own datasets, 

➢ EMIS, the UK’s largest provider of Primary Care computer systems, is keen to develop it for use in supporting GPs when they see patients.

➢ Royal Veterinary College is likely to lead to commercialisation my research for societal impact, supported by OUI and Oxford Science Enterprises.

◼ 3. Patents: 

◼ Three research outputs [1,2,4] are being filed for patenting by Oxford University Innovation (OUI)

◼ One of which [4] was fast-tracked (at considerable expense to OUI) due to its perceived importance. 

◼ My project is an important component of attracting large quantities of institutional funding for a new initiative at oxford university, named “Oxford X”.

◼ Existing data-driven AI systems rely heavily on large number of resources, e.g., data and computing, for deployment.

◼ For new pandemics or resource-constrained regions, the sufficient resources are typically unavailable.

➢ Taking COVID-19 as an example, the time taken to collect sufficient data means that 1-3 waves (6-12 months) pass before an AI system can be 

deployed. By then, arguably, the worst of the pandemic had passed, and hospitals had already come under huge pressure.

◼ Our Hospital GPT can be deployed with limited resources and thus can be ready to deploy promptly within 1-2 weeks when encountering a new pandemic, 

rather than within months, for reducing the adverse impacts of future pandemics:

➢ Saving lives, protecting economies, and ensuring that healthcare systems run more intelligently, effectively, and smoothly.

Result: What did we find?

◼ We incorporate the clinical-standard knowledge bases to make evidence-based medical recommendations, improving its transparency and trustworthiness, 

which are critical in achieving trust from clinical users - and in regulatory approvals that are essential for deployment in clinical practice. 

◼ Our system can be easily developed in hospitals to support clinical tasks that involve any types of medical data.
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